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Ontology Matching
§ Example of matching T-Box named concepts through equivalence and 

subsumption relationships.

§ Motivations: knowledge & data integration, quality assurance, etc.
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Challenges & Limitations

Challenges for OM systems

• Variety of naming scheme => 
synonyms; naming styles

• Ambiguity => similar naming 
but in different contexts

• Scalability => naïve traversal 
of OM takes O(n^2)

• Inconsistency => merging 
ontologies often lead to 
logical conflicts

Limitations of Existing OM Data

• Lack of high-quality gold 
standard mappings

• Lack of a unified evaluation 
framework

• Often limited to equivalence 
matching

• Lack of support for machine 
learning-based systems. 
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Overall Workflow
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OM Resource Construction
For better quality of reference mappings:
§ Industrial collaboration with human expertise (Mondo)
§ Large-scale crowd-sourcing (UMLS)

For scalable ontologies, we apply pruning by:
§ Keeping concepts of a fine-grained category (disease, anatomy, etc.)
§ Preserving relevant hierarchies (rdfs:subClassOf) of remaining concepts

To incorporate not just equivalence matching:
§ Construct subsumption reference mappings from equivalence reference 

mappings 
§ Delete one of the classes in an equivalence mapping used for 

constructing any subsumption mappings => more challenging
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OM Evaluation
For more comprehensive evaluation:
§ Global matching evaluation using traditional P/R/F1 metrics

§ To evaluate overall performance of OM systems
§ High-recall systems could be misjudged on incomplete reference 

mappings

§ Local ranking evaluation using ranking metrics such as Hits@K and MRR.
§ To evaluate OM systems’ ability on distinguishing the correct 

mapping from selective negative candidates.
§ Still informative on incomplete reference mappings
§ More efficient way of comparing or developing ML-based systems
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OM Evaluation
For fairly comparing both ML-based and non-ML-based systems:
§ A validation set for tuning hyper-parameters of ML-based systems or 

adjusting configurations of non-ML-based systems.
§ A testing set for final evaluation.
§ A training set (optional) for (semi-)supervised ML-based systems.
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Bio-ML Dataset

Dataset Statistics for Equivalence Ontology Matching
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Bio-ML Dataset

Dataset Statistics for Subsumption Ontology Matching
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Bio-ML Track of OAEI

Full results: https://www.cs.ox.ac.uk/isg/projects/ConCur/oaei/2022/index.html#results

NCIT-DOID 
(Disease) 

Equivalence 
Matching

(unsupervised)

https://www.cs.ox.ac.uk/isg/projects/ConCur/oaei/2022/index.html
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Bio-ML Track of OAEI

Full results: https://www.cs.ox.ac.uk/isg/projects/ConCur/oaei/2022/index.html#results

NCIT-DOID 
(Disease) 

Equivalence 
Matching

(semi-supervised)

https://www.cs.ox.ac.uk/isg/projects/ConCur/oaei/2022/index.html
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Bio-ML Track of OAEI

Full results: https://www.cs.ox.ac.uk/isg/projects/ConCur/oaei/2022/index.html#results

SNOMED-FMA 
(Body) 

Subsumption 
Matching

https://www.cs.ox.ac.uk/isg/projects/ConCur/oaei/2022/index.html
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Discussion

§ System performances are not consistent across all OM tasks.

§ Systems with high F1 scores do not necessarily have high ranking 
scores.

§ Subsumption matching is more challenging. 
§ Lower scores compared to equivalence matching.

§ Detailed OAEI report will come out later.
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Future Work
§ The proposed ontology pruning is minimal; we can consider logical 

modules in order to preserve more contexts for pruned concepts

§ To construct more OM tasks and consider anonymizing the testing set 
from the participants for more convincing evaluation

§ To establish a collaboration loop between 
automatic OM systems and human curators

§ To consider beyond matching just named classes but also complex 
classes involving restrictions

Automatic OM Human Curator
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