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Ontology Alignment

Motivations:

• Data integration

• Quality assurance

Definition:

• To compute a set of cross-ontology mappings that indicate semantic 

relationships (e.g., equivalence, subsumption) between classes of 

different ontologies.
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BERTMap Workflow
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Text Semantics in Ontologies

Classes in an ontology usually have synonyms defined by e.g., rdfs:label. 

Non-synonym pairs can be extracted from two random classes (soft) or 

disjoint classes (hard)

We can construct corpora of synonyms and non-synonyms from various 

sources:

• Intra-ontology corpus from within an ontology

• Cross-ontology corpus from known mappings

• Complementary corpus from auxiliary ontologies
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BERT: Pretraining & Fine-tuning

Pretraining BERT involves two tasks:

• Masked Language Modelling (MLM)

• Next Sentence Prediction (NSP)
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BERT: Pretraining & Fine-tuning

Pre-trained BERT can be attached to customized downstream layers and 

fine-tuned on the task-specific objective function, such as the ones for:

• Sentiment Analysis (Single sentence)

• Paraphrasing (Sentence A & B)

• Question Answering (Question + Context)
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Sub-word Inverted Index

• To reduce the searching time from O(n^2) to O(kn) in candidate selection

• Compared to the traditional word-level inverted index, we propose a sub-

word level inverted index based on BERT’s tokenizer, which has the 

following advantages:

• It can deal with words of various forms without extra processing

• It can deal with unknown words by decomposing them into 

consecutive known sub-words
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Sub-word Inverted Index

• Words of various forms, e.g.,

• “tokenization” => “token”, “##ization”

• “tokenizing” => “token”, “##izing”

• Word-level tokenization often treats unknown words as the same 

token <unk>, but sub-word tokenizer uses known sub-words, e.g.,

• “H1N1” => “h”, “##1”, “##n”, “##1”
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Evaluation

• Evaluate BERTMap on two tasks: FMA-SNOMED and its extended 

version, FMA-SNOMED+

• SNOMED in the LargeBio track is many years outdated, and it lacks 

many labels/synonyms

• SNOMED+ is built by recalling labels/synonyms from the most 

recent version of SNOMED to the corresponding classes of the 

LargeBio SNOMED

• Such additional labels are also used to construct complementary 

corpus for FMA-SNOMED task
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Evaluation

• Because of the label deficiency, 

BERTMap outruns LogMap and 

AML only when the complementary 

corpus is considered

• Using “io” alone performs badly 

because the LargeBio SNOMED 

has almost no synonyms

• Synonyms from a small portion of 

known mappings are helpful
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Evaluation

• BERTMap achieves highest F1 on 

FMA-SNOMED+ even when the 

additional labels have been made 

available to all baseline systems

• Note that these additional labels are 

used for fine-tuning only on FMA-

SNOMED, but now are used for 

both fine-tuning and prediction
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Conclusion & Future Work

• BERTMap achieves promising results by utilizing the textual information 

of ontologies only. It relies of the sufficiency of labels and synonyms in 

ontologies and even when without, it can learn from external sources

• Consider mapping extension and repair as the refinement process (future 

work)

• Integrating the textual, graphical and logical information of ontologies in 

one model (future work)

• Conduct extensive experiments on large-scale benchmarks and industrial 

data (future work)
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